
International Journal of Trade and Commerce-IIARTC 
January-June 2025, Volume 14, No. 1, pp. 218-224 
ISSN-2277-5811 (Print), 2278-9065 (Online) 
© SGSR. (www.sgsrjournals.co.in) All rights reserved. 

COSMOS (Germany) JIF: 5.135; ISRA JIF: 7.249; ISI JIF: 3.721 

*Corresponding Author   
DOI: 10.46333/ijtc/14/1/16  

 
 

Ethical AI Integration and the Future of Employee Rights at Work 
 

  

 

 

 

 

 

 

 
 

 

Abstract 

Artificial Intelligence (AI) has become increasingly central to both 
economic progress and modern business practices. While much public 
discussion has centered on the societal and ethical dimensions of AI—
particularly in relation to data privacy and human rights—there has been 
comparatively less attention on how AI is transforming traditional 
workplace dynamics, especially in the area of occupational health and 
safety. Although concerns about human rights and gig economy 
conditions are well-documented, the potential implications of AI for day-
to-day worker safety remain underexplored. This paper seeks to fill that 
gap by introducing a conceptual framework for an AI Work Health and 
Safety (WHS) Scorecard. This tool is designed to help identify and 
manage workplace risks linked to AI deployment. Drawing from a 
qualitative, practice-oriented research project involving organizations 
actively implementing AI, the study outlines a set of health and safety 
risks derived from aligning Australia’s AI Ethics Principles and 
Principles of Good Work Design with the AI Canvas—a tool traditionally 
used to evaluate AI’s commercial value. The study’s key innovation lies 
in a newly developed matrix that maps known and anticipated WHS and 
ethical risks across each stage of AI adoption, offering a structured 
approach to evaluating AI’s workplace impact. 
Key Words: Embedded, Interventions, Disruptive, Pitfalls, Robust, 
Mitigation. 
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1. INTRODUCTION  

Over the past decade, the integration of artificial intelligence (AI) into human resource (HR) 
practices has grown rapidly. AI technologies are now embedded in several critical HR functions, 
including candidate recruitment, applicant screening and interviews, task scheduling and 
management, employee performance evaluation, and personalized career development. 
Employers are increasingly drawn to AI due to its potential to improve hiring decisions, enhance 
efficiency, and reduce operational costs. For instance, AI can significantly streamline recruitment 
by filtering large applicant pools down to a manageable shortlist within moments. Instead of 
manually reviewing numerous résumés, recruiters can now focus their efforts on engaging with 
top candidates. AI-powered hiring platforms claim to outperform traditional recruitment 
methods by providing more accurate, relevant assessments of candidates, while also promoting 
diversity and reducing biases in hiring decisions (Raghavan et al., 2020). The promise of bias 
reduction is particularly appealing to both employers and job seekers. 
Beyond hiring, AI also offers benefits in post-recruitment phases. Employees may gain access to 
AI-driven personalized learning tools, career development resources, and continuous support 
through chat bots (Guenole & Feinzig, 2018). Furthermore, AI algorithms can automate routine 
HR tasks such as assigning work and monitoring job performance—features that are especially 
advantageous for organizations managing large, distributed workforces (Jarrahi& Sutherland, 
2019). 
However, the adoption of AI in HR also raises complex ethical concerns. Fundamental questions 
persist about the effectiveness of these systems—such as whether AI can genuinely predict job 
performance and whether its assessments are both reliable and resistant to manipulation 
(Bayerischer Rundfunk, 2021). Even if AI tools perform as advertised, their deployment 
introduces serious ethical and legal challenges, including issues around fairness, privacy, 
transparency, and accountability. For job applicants and employees, such systems can impact 
vital aspects of human dignity and personal autonomy. Given the central role of work in 
individuals’ lives, these concerns carry significant weight for both individuals and society. 
This thematic collection aims to further explore the ethical implications of AI in HR, presenting 
strategies for inclusive and responsible AI design. In the article "A Capability Approach to Worker 
Dignity Under Algorithmic Management", authors Laura Lamers, Jeroen Meijerink, Giedo Jansen, 
and Mieke Boon introduce a conceptual framework that draws on Amartya Sen and Martha 
Nussbaum’s capability approach, supplemented by Ingrid Robeyn’s schematic representation, to 
examine how AI in HR can support or undermine worker dignity. Their framework provides a 
basis for analyzing real-world scenarios and designing ethically sound interventions. 
Similarly, in "The Ethical Use of Artificial Intelligence in Human Resource Management: A Decision-
Making Framework", Sarah Bankins addresses the widespread use of AI across nearly every HR 
function—from recruitment and staffing to task allocation and career support. Despite its broad 
application, AI’s potential harms are often inadequately addressed by current ethical guidelines. 
Bankins proposes an initial decision-making framework to guide responsible AI implementation 
and to help determine which HR tasks should remain human-led versus machine-automated. 
AI has ushered in the rise of "prediction machines"—intelligent systems capable of automating 
cognitive tasks once reserved for white-collar professionals. By lowering the cost of accurate 
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predictions, these technologies promise improvements in productivity, operational efficiency, and 
value chain integration. Supporters of AI argue that companies failing to embrace these 
innovations may fall behind in a competitive marketplace. However, the implications of such 
significant workplace transformations for employees remain ambiguous and warrant deeper 
examination. 

2. ORGANIZATIONS OFTEN OVERLOOK AI’S WORKPLACE RISKS 

While public and academic discourse tends to focus on AI’s broader implications for labor 
markets—particularly fears of widespread de-skilling—the actual workplace-level risks of AI 
adoption often remain underexplored. Paschen et al. (2020) have shown that AI can both enhance 
and erode competencies, presenting outcomes that go beyond simple de-skilling. Although their 
framework primarily analyzes AI's strategic influence at an industry or organizational level, these 
same dynamics also play out at the worker level. In both product and process innovations, the 
effects of AI on those who design and use it can be unpredictable. Identifying primary—and 
especially secondary—risks of AI is most difficult during early implementation stages. Ironically, 
this is also when interventions are least expensive and most feasible. Unfortunately, many risks 
only emerge during testing or full deployment, when changes are more disruptive and costly to 
implement. 

3. AI’S EFFICIENCY GAINS CAN ALSO LEAD TO WORKER HARM 

Despite the optimistic framing of AI’s productivity potential, emerging evidence shows that AI 
technologies can negatively affect workers in significant ways. For example, reports by the Trades 
Union Congress (2019) highlight that AI adoption can strip away enjoyable aspects of work, limit 
employee input in process changes, and reduce the quality and frequency of communication—
often replacing in-person interactions with impersonal digital tools, reinforcing power 
hierarchies. Employees have also reported downward pressure on wages and conditions, 
alongside disproportionate impacts on vulnerable groups such as low-skilled workers, women, 
and older or younger employees. 
The implementation of advanced corporate IT systems has normalized constant surveillance of 
worker activities. These systems collect detailed, high-volume data—from basic productivity 
metrics to granular information about how tasks are performed. This includes monitoring 
keystrokes, mouse clicks, and even biometric data, all presented through performance dashboards 
used for managerial oversight. This constant visibility into employee behavior is increasingly 
accepted in mainstream management practice, further raising ethical concerns about privacy and 
consent in digitally monitored workplaces. 

4. PROTECTING HUMAN DIGNITY AND AUTONOMY IN AI-INTEGRATED WORKPLACES 

Preserving autonomy is essential for making work meaningful and upholding human dignity 
(Smids et al., 2020; Bal, 2017). Philosophically, dignity refers to the inherent value of each 
individual, which grants them unique moral status (Sison et al., 2016). In a workplace context, this 
moral status translates into expectations for equality, voice, responsibility, and meaningful 
contribution. Practically, it obligates employers to consider employee wellbeing when assigning 
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tasks, ensuring work does not involve degrading conditions or arbitrary authority (Autor et al., 
2020). 
The workplace functions as a vital social space—where collaboration serves the needs of others 
and where individuals have opportunities to grow in skill, purpose, and character (Sayer, 2007, 
2009). It not only provides livelihood but also shapes identity, cultural engagement, and life goals 
(Sison et al., 2016). When individuals find personal meaning in their work, dignity is inherently 
present. 
As AI systems become more integrated into organizational workflows, it is crucial to evaluate 
their impact on both “dignity in work” and “dignity at work” (Bolton, 2010). Dignity in work 
refers to jobs that are meaningful, provide autonomy, and earn social respect. Dignity at work 
includes fair structures—equal opportunity, employee voice, health and safety, job security, and 
equitable compensation. Overly technical or superficial evaluations of AI risk losing sight of these 
deeply human aspects, reducing work to tasks and metrics rather than preserving its role as a 
source of personal value and social dignity. 

5. AI ETHICS IN THE WORKPLACE: FROM PRINCIPLES TO PRACTICE 

As artificial intelligence (AI) becomes increasingly embedded in workplace systems—from HR 
and IT to product development and marketing—organizations must proactively develop 
strategies to mitigate ethical risks. Like any other form of risk management, responsible AI use 
requires a structured, comprehensive approach that anticipates and addresses ethical challenges 
across all operational domains. 

6. COMMON PITFALLS IN ETHICAL AI APPROACHES 

Many organizations attempt to address ethical risks in AI but fall into one of three ineffective 
models: 

I. The Academic Approach 
While philosophical ethicists are skilled in identifying moral dilemmas and societal 
implications—such as whether a technology promotes human wellbeing—businesses often 
operate under a different lens. Their central concern is how to proceed with a chosen course 
of action while minimizing risk. As a result, academic insights, though valuable, may not 
translate into actionable strategies or day-to-day operational decisions. 

II. The Technical Insider Approach 
Engineers, product managers, and data scientists are well-positioned to detect practical and 
technical risks because they work directly on the products. However, they often lack the 
philosophical training and systematic methods necessary to address ethical questions in a 
structured, consistent way. Furthermore, their efforts may go unsupported if the 
organization lacks formal structures to elevate ethical concerns. 

III. The Principle-Based Approach: 
Some companies adopt high-level AI ethics principles (e.g., fairness, transparency, 
accountability), yet struggle to implement them meaningfully. With numerous definitions 
of fairness in computer science literature, it’s often unclear which metric to use, in which 
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context, and who should decide. Without concrete guidance, such values risk becoming 
vague slogans instead of enforceable standards. 

7. STEPS TO OPERATIONALIZE ETHICAL AI 

To build a robust and effective AI ethics framework, companies must go beyond declarations and 
actively integrate ethics into infrastructure, process, and culture. Here are seven key steps: 

7.1.  Leverage Existing Governance Structures 
Start by identifying or establishing a cross-functional governance body—such as a data 
governance board or ethics committee—that integrates departments like cyber security, 
compliance, legal, risk, privacy, and analytics. This ensures ethical concerns can rise from ground-
level staff to executive leadership, aligning AI ethics strategy with broader business objectives. If 
no such body exists, one should be created, potentially including external experts. 

7.2.  Tailor an Ethics Framework to Industry Needs 
An effective framework should: 

• Define the company’s ethical priorities and non-negotiables. 

• Map out internal and external stakeholders. 

• Establish oversight mechanisms and escalation procedures. 

• Include KPIs to assess impact and accountability. 

Industry-specific considerations are essential—for example, digital identity management in 
finance, privacy protection in healthcare, and bias mitigation in retail recommendation engines. 

7.3.  Learn from Healthcare Ethics 
Ethics can seem abstract or "fuzzy" to some business leaders. Healthcare, however, has long 
treated ethics as a critical operational component. Concepts like informed consent, patient 
privacy, and autonomy are rigorously defined and integrated into daily medical practice. This 
model can inspire similar structures in AI governance—for example, ensuring users understand 
how their data is used in plain language rather than legal jargon. 

7.4.  Develop Tools for Product Teams 
While high-level principles are necessary, developers need clear tools for application. For 
instance, if explainability conflicts with model accuracy, how should product managers decide the 
trade-off? Companies should create decision-support tools that help teams weigh ethical 
considerations based on factors like regulation, business use case, or potential for harm. 

7.5.  Foster Ethical Awareness Across the Organization 
Ethical AI must be a shared responsibility. Just as cybersecurity awareness has become a 
workplace norm, understanding ethical risks should be part of every employee’s role—especially 
those involved in data and product lifecycle stages. Training and communication efforts must 
demonstrate that the company’s commitment to ethics is real and not just a PR front. 
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7.6.  Incentivize Ethical Behaviour 
Culture follows incentives. If employees see no budget or rewards for ethical practices, those 
efforts will fall behind in Favor of metrics that drive promotions. Organizations should formally 
recognize and reward those who actively contribute to identifying and solving ethical challenges. 

7.7.  Monitor Outcomes and Involve Stakeholders 
Even ethically designed AI can be misused or deployed irresponsibly. Ongoing monitoring—both 
qualitative and quantitative—is essential. This includes gathering feedback from affected 
stakeholders and integrating their insights into future iterations. Engaging with users from the 
earliest stages of design helps identify real-world concerns before they escalate. 

 

8.  PROTECTING EMPLOYEE RIGHTS THROUGH ETHICAL AI 

To safeguard workers' rights in AI-enhanced workplaces, organizations should: 
i. Ensure transparency in AI processes, enabling employees to understand and challenge 

decisions. 
ii. Conduct regular audits to detect bias or unfair outcomes in algorithmic decisions. 

iii. Include diverse stakeholders—especially workers—in AI design and implementation 
discussions. 
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iv. Prioritize explainability and human oversight, especially in high-impact decisions like 
hiring or termination. 

v. Establish clear policies on data use, consent, and recourse mechanisms. 

Ultimately, ethical AI is not just about compliance—it’s about building trust, fairness, and respect 
for human rights at every level of the workplace. 

9. CONCLUSION  

Operationalizing AI ethics is complex, requiring commitment from leadership and collaboration 
across departments. Yet companies that invest in scalable and tailored ethical programs are better 
positioned to navigate legal, reputational, and operational risks. More importantly, they become 
trusted stewards of technology—valued not only by regulators but also by customers, employees, 
and society at large. 
Together, these contributions deepen our understanding of the ethical complexities and 
possibilities associated with the use of AI in human resource management. The conceptual 
models and actionable insights presented here pave the way for both future empirical studies and 
the development of more responsible, inclusive design approaches within the HR field. As co-
editors of this thematic collection, we emphasize that ethical AI practices must be rooted in 
meaningful engagement with a broad range of stakeholders—especially job seekers and 
employees—whose perspectives are often underrepresented, yet who are most affected by these 
technologies. Ensuring their voices are heard is essential for creating fair, equitable, and human-
centered AI systems in the workplace. 
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